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ABSTRACT

High quality road infrastructure is essential to support economic growth for any region. For South Africa’s landlocked economic hub, 79% of goods are transported using road infrastructure. Protection of the road infrastructure is implemented by means of overload control monitoring at traffic control centres (TCCs) on freight corridors. Statistics collected from TCC operations indicate that 75% to 85% of statically weighed vehicles are legally loaded, with the implication that unnecessary time was wasted for these vehicles. This paper therefore proposes an algorithm, called the intelligent weigh-in-motion (IWIM) algorithm, with the purpose to decrease static weighing of vehicles by implementing data sharing between TCCs on the freight corridor, combined with intelligent interpretation of this data. The selected algorithm was chosen after testing multiple artificial intelligence (AI) models (logistic regression, random forest tree, and artificial neural network) to achieve the best performance to decrease static weighing of vehicles while not increasing the number of overloaded vehicles allowed to proceed on the corridor. The best performing model to differentiate between overloaded and legal vehicles, random forest tree, achieved an average improvement of 65.83% in terms of vehicles to be statically weighed when compared to the current rule-based system employed at TCCs.
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1 INTRODUCTION

South Africa is in dire need of expanding our exporting capability to support economic growth (Pedersen, 2007; Rodrigue, 2007; Turnbull, 2015). Most economic activities resulting in exports take place in landlocked regions, including Gauteng, which is the economic hub of the
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country and produces most manufactured goods. In a wider context, various countries within the Southern African Development Community (SADC) region, like Botswana, Zimbabwe, and Zambia, are landlocked and are therefore dependent on road and rail transport to facilitate supply chain operations (de Coning & Hoffman, 2014; Hoffman et al., 2013; Pricewaterhouse-Coopers, 2013). Declining rail infrastructure over the past decades will require extensive upgrading and revamping to become viable for large-scale transportation (Jorgensen, 2013; Marsay, 2013; Van der Mescht, 2006). Road transport is thus the predominant means for the region with 79% of delivery by road and 21% by rail (Jorgensen, 2013). The focus then turns to road transportation to deliver freight within the region.

Road transport is the dominant mode of land transport for export goods, including mining, agricultural, and manufactured goods. The quality of the national road network has a huge impact on the effectiveness of trade corridors that link areas of production with seaports. Road infrastructure (de Coning & Hoffman, 2014; Hoffman et al., 2013), border post operation (Bhero & Hoffman, 2013), and regional law enforcement efficiency are of utmost importance in the region's supply chains (Bosman & D’Angelo, 2011). Freight logistics within the South African context also have to take the SADC region into account. This is due to the fact that high volumes of cross-border freight are transported on multiple freight corridors to link the five landlocked countries in the region to seaports. The North-South corridor, terminating in Durban as a major seaport, spans in excess of 10 500 kilometre (km) with 18% of the corridor in South Africa (Odoki et al., 2009). Previous studies have specifically emphasised the importance of an efficient North-South corridor for the region (Odoki et al., 2009). Historic investment, annual maintenance, and upgrades have converted the South African road infrastructure into a 1 trillion South African Rand (ZAR) asset (Mitchell, 2013). This infrastructure is a catalyst to ensure commerce and economic growth in any region. It is thus of utmost importance to ensure the infrastructure is protected and legislation is implemented to achieve this protection.

1.1 Legislation

There are already mechanisms in place to ensure the protection of road infrastructure. This is achieved by a regulation from the government that states the maximum loading capacity of axles, a minimum driving axle, actual vehicle combination mass (AVCM) or gross vehicle mass (GVM), and load limits of tyres of a vehicle travelling on the road infrastructure (Department of Transport, 2004). The annual damage to the road network is estimated at ZAR 600 million (1997 value) (Department of Transport, 2004). The Council for Scientific and Industrial Research (CSIR) stated that ZAR 2 155 million is spent per annum on road construction and maintenance (CSIR, 1997). Taking the historic inflation into account over the years the annual damage is in excess of ZAR 1 500 million and the CSIR annual maintenance value is at over ZAR 5 500 million without taking into account the increase in heavy vehicle traffic on the roads of South Africa (Inflation.EU, 2016). This value is confirmed from SANRAL annual reports with maintenance cost stated as ZAR 6 276 million for the 2018/19 financial
year and ZAR 6 984 million for 2017/18 (SANRAL, 2019). This is an estimated cost of only repairing a road after the damage has taken place and does not consider the additional impact of poor road conditions on the quality of life of the general population in terms of life safety, vehicle maintenance cost increases, etc. The National Department of Transport (DOT) has stated in (Department of Transport, 2004): “It is, therefore, essential that effective law enforcement be carried out throughout South Africa in order to stop this economic sabotage and protect the country’s most valuable asset - its road network”. 

Vehicle classification for the purpose of overload control is different for different end-user categories and regulations, therefore, referring to the specific vehicle type/configurations. Understanding the codes used to identify these categories is important for future data collection and interpretation. There are 17 classifications in this scheme, based on the 1998 revision, that range from motorcycles to long trucks. Trucks are classified under heavy vehicles that range from short trucks, two axle vehicles, to long eight or more-axle multi-trailer trucks (Mikros Systems, 1998; Smith & Visser, 2001). The legislation allows for a specific maximum permissible mass per vehicle type applicable for South African roads. To understand the importance of overload control the impact of overloaded vehicles on roads needs to be investigated.

1.2 Impact of overload control

From the above discussion, it is clear that road freight logistics is essential not only in South Africa but also in the SADC region. It is however a reality that profit margins in the logistics sectors are slim, and that competition is sometimes ruthless, which causes some transporters to overload their vehicles without considering the consequences on the road infrastructure. Overloading of vehicles occurs to leverage additional income on a trip without consideration of the damage it may cause to the road infrastructure. There is an extreme impact on other industries and the economy of a country if the road infrastructure is damaged, as the economy can come to a complete halt if the transport industry is no longer functional. It is therefore important to understand the damage that is caused by overloaded vehicles. It often happens that overloaded vehicles tend to travel the roads less travelled by making use of secondary roads. These roads are not designed to carry heavy vehicles and do not have concessionaires to regularly maintain them.

Studies have shown that 60% of road damage can be done by only 15 - 20% of vehicles being overloaded (CSIR, 1997). Furthermore, vehicles overloaded by 20% can decrease a road surface lifetime by more than 50%, as visually Figure 1 (Salama et al., 2006).

The need to protect the road infrastructure has however resulted in an overload control system that will statically reweigh legally loaded vehicles, that are loaded close to permissible limits, several times on the same corridor trip causing multiple delays (Hoffman & de Coning, 2014; SANRAL, 2017, 2018, 2019). Historical statistics have shown that a large number of vehicles (80% – 85%) are being weighed at static scales when legally loaded. This represents a significant negative impact on the economy, taking into account that around 1.7 to 1.8 million vehicles are statically weighed annually in South Africa (SANRAL, 2017, 2018, 2019).
Road surface damage is not the only impact overloaded vehicles will cause; it is however the easiest to observe. The operating cost of heavy vehicles tends to increase by 12.8% when vehicles operate on a deteriorated road infrastructure (Steyn & Haw, 2005). Overloaded vehicles operate outside the design specifications of vehicle manufacturers. These vehicles have an increased chance to be involved in accidents (Department of Transport, 2004). The annual cost due to road accidents has been estimated to be ZAR 142.95 billion which equates to 3.4% of South Africa’s GDP (Labuschagne et al., 2017). The facts indicate that only 4.8% of accidents involve heavy vehicles, but unfortunately, these accidents cause a large number of fatalities when they do occur (MiWay, 2016; Stoltz, 2016). There is an extensive impact on the economy that includes police time, clearing the accident scene, lost work hours of workers stuck in traffic, and delayed delivery of goods (MiWay, 2016).

1.3 Traffic Control Centres

The enforcement of overload control rules is implemented at TCCs that are situated across the major freight corridors in South Africa. As an improvement of current TCC operations can only be done by investigating these operations, this section covers a case study of a TCC in South Africa. Multiple TCCs are implemented across South Africa to ensure the protection of the road infrastructure. They are in most cases implemented on toll roads operated by different toll concessionaires servicing different national and regional roads. South African National Roads Agency SOC Ltd (SANRAL) has 13 TCCs that are operated by toll concessionaires and 16 satellite sites (SANRAL, 2017, 2018, 2019). The one big drawback in the design of the overload control network is that the different TCCs work in complete isolation from the TCCs up- or downstream on the same corridor (de Coning & Hoffman, 2016; Hoffman & de Coning, 2014;
Hoffman et al., 2013).

Investigation of the sites has identified certain inefficiencies or shortfalls within the current overload management, which negatively affects the operational cost and time delays experienced by legally loaded freight vehicles. From the perspective of considering the entire freight corridor as a single system, inefficiencies are apparent when taking into account that most vehicles travel past several TCCs on one journey. Vehicles are required to travel over a weigh-in-motion (WIM) scale and be directed to the static scale or corridor based on the weight observed at the WIM. Communication between isolated TCCs within the corridor context is absent, as there is no real-time data sharing between TCCs. Avoidable delays occur for legally loaded vehicles loaded close to the maximum loading capacity as such vehicles trigger the WIM threshold at several consecutive TCCs on their journey. This results in multiple static weighing of vehicles loaded close to the legal limit. It also leads to increased corruption levels due to increased contact time between truck drivers and potentially corrupt officials for vehicles that are overloaded. Potential overloaded vehicles are provided with the opportunity of skipping a queue at a TCC due to other legally loaded vehicles backing up onto the highway while being weighed. Some TCCs do not operate during night time, causing so-called fly-by-night companies to dispatch overloaded vehicles during these off-duty hours. Authorities have tried to counter some of these practices by providing traffic officials on duty with a specific daily quota of vehicles to be directed toward the static scale. In order to complete these quotas as early in the morning as possible, many traffic officials however apply the practice to also direct vehicles that did not trigger the WIM scale towards the static scale. The combined effect of these phenomena is a generally low level of efficiency of the overload control system.

The impact of the inefficient operations does not only affect the freight vehicle and TCC operation but also ripples through the entire supply chain, impacting all stakeholders including cargo owners, transport operators, truck drivers, road agencies, toll concessionaires, cross border agencies, port authorities, revenue services, cargo consignees and finally the consumer.

1.4 Artificial intelligence application

AI development has improved over the last few decades and has become a common occurrence without being obvious to the general public (De Raedt et al., 2016). Natural language processing is an example of the application of AI where a mobile phone can react to voice commands and understand the instructions to start phone calls, set reminders, or start navigation tools (Goldberg, 2017; Zhang et al., 2021). Backend analytics are used in large corporations like Facebook and Google to predict market trends or understand their users to implement target advertising (Zhang et al., 2021). AI implementations are used to improve cities and evolve them into smart cities or even develop self-driving cars (Liu et al., 2018; McClellan et al., 2018). Improving business operations is another typical application of AI that ranges from optimising warehouse flows or detecting water leaks within a water leak detection system (de Ponteves & Eremenko, 2018; de Coning & Mouton, 2020).

Within AI, machine learning is a mechanism to process large amounts of data, more than
what a human can process, in order to extract some knowledge to improve real-world and real-time decision-making (Campesato, 2020; Joshi, 2017; Raschka, 2016). Data gathering specifically for overload control can be implemented by means of WIM scales with the purpose of reducing vehicles required to be statically weighed (de Coning, 2022). TCCs that attempt to weigh all vehicles statically without making use of a WIM often cause extreme congestion resulting in vehicles that need to bypass the site (Shinohara et al., 2016). WIM scales are often used on a corridor to gather specific vehicle information that is relayed to law enforcement officials to take appropriate legal action (Capecchi & Krupa, 2009; Green et al., 2002). Within the field overload control AI applications have been used to predict static scale weights by making use of previous TCC data to determine if the vehicle is within permissible limits (Bwire, 2019; de Coning, 2022). When a vehicle is predicted to be within limits it will not be subjected to mandatory checks at the TCC thus improving efficiency (Bwire, 2019). Performance testing of multiple AI models within the Waikato Environment for Knowledge Analysis (WEKA) had an 88% accuracy on predictions of a vehicle being overloaded or not overloaded (Bwire, 2019). This is however site-specific and all these applications indicate that an AI application can have significant benefits with implementation on the freight corridor as proposed in Section 2.4.

1.5 Problem statement

The problem is that the current overload control system in South Africa weighs an excess number of correctly loaded vehicles and this negatively impacts the whole supply chain. This article aims to address this problem by proposing an intelligent weigh-in-motion (IWIM) algorithm. This algorithm will be designed to have the ability to differentiate between legally and illegally loaded vehicles, in order to reduce the static weighing of vehicles that are legally loaded, while at the same time limiting the number of overloaded vehicles that are allowed to proceed on the corridor. This is achieved by optimising the accuracy of systems decision-making with minimal additional capital outlay and no TCC layout changes required. This approach is intended to reduce negative impacts on multiple stakeholders while still reliably protecting the road infrastructure.

The rest of the paper is structured as follows. Section 2 provides an overview of the case study that was used to optimise the current system being used at the TCC operations. This section also describes how the TCC data that was collected provides an accurate dataset representative of real-world behaviour. This data set will be used for the training and validation of the IWIM algorithm. Section 3 proposes an IWIM model to classify whether a vehicle is overloaded or not by making use of previously collected data on the corridor. Section 4 concludes the paper and discusses planned future work.

2 CASE STUDY TOWARDS OPTIMISING TCC OPERATIONS

A case study was conducted at the Mantsole and Heidelberg TCCs on the North-South corridor within South Africa to understand the operational flow of these sites. These TCCs were selected
as they directly follow each other on the N3-N1 corridor that links the port of Durban to Gauteng and to the Beitbridge border post, which is South Africa’s busiest road border post for freight traffic. The operational flow of these individual TCCs is constructed to successfully direct vehicles loaded close to the legal threshold to the static scale. Most TCC designs include a screen lane with a WIM scale that directs a vehicle to the static scale if a weight threshold is triggered. This threshold for a WIM scale is typically 10% below the legal limit due to inaccuracies in the WIM scale. As the static scale has a higher accuracy only a static scale measurement can be legally used to prosecute a vehicle that is overloaded.

2.1 Status quo for overload control

The current TCCs are operated by multiple toll concessionaires, each of which has a public-private partnership (PPP) agreement with SANRAL. Each, however, has its own data management structure with the data sets isolated between TCCs as they are operated independently. Existing systems do not implement integrated overload control for an entire corridor but handle overload control on an isolated basis at each TCC. The normal rule that is applied at existing TCC systems is as follows: the axle configuration of the vehicle is first determined based on the consecutive sets of wheels passing the WIM scale. For each type of axle configuration, a specific threshold is applied; should this threshold be exceeded, the system will determine that the vehicle is potentially overloaded and should be weighed statically at a scale forming part of the same TCC. As a WIM scale is not as accurate as a static scale that has been correctly calibrated, the WIM scale measurement cannot be used for prosecution; furthermore, the expected error made by the WIM scale must be incorporated into the rule that is applied at the WIM scale, based on which it is decided whether to guide the vehicle to the static scale for a more accurate measurement. A vehicle is marked as overloaded if an axle weight, normalised against the permissible mass, is above 0.9 as indicated in Equation 1.

\[
\text{Mark overloaded} = \text{Maximum ( Axle loads )} > 0.90
\]  

(1)

It is therefore possible that a vehicle that is within the legal weight limits will still trigger the WIM scale rule that will guide it to the static scale. Based on the result of the static weighing of the vehicle the owner of the vehicle may be prosecuted if it is found to be over the legally allowed weight limit for that axle configuration, and the vehicle may be impounded until its weight has been corrected. As many transporters load vehicles to very close to the legal weight limits, the situation currently exists where the majority of vehicles triggering the WIM scale rule are in fact not overweight and are therefore unnecessarily guided to the static scale. This tends to repeat itself at each weighbridge on the same corridor for the same vehicle, as each WIM scale will tend to produce the same result. These status quo (SQ) practices have the implication that the vehicle is subjected to many unnecessary static weighing actions.
2.2 Industry data acquisition

Optimising freight corridor TCC operations requires analysis of the current data sources available. Multiple sources were collected that include traffic volumes, vehicle classification, WIM data, and static scale data on the South African freight corridors. Annual reports from SANRAL describe the statistics from TCCs across the country and clearly indicate that most vehicles that are statically weighed are within legal limits. SANRAL annual reports indicate this varies from 75% – 85%; this is the number that the proposed optimisation intends to decrease while ensuring overloaded vehicles are not sent to the corridor incorrectly (SANRAL, 2017, 2018, 2019).

An accurate representation of freight corridor activities can only be obtained by consolidating data from different industry sources. This consolidation will allow the construction of the inputs required by the algorithm with the goal of improving existing operations. Data sharing between TCCs, or “de-isolation”, is a key requirement before the algorithm can be implemented in a real-world solution. The outcome of the algorithm will be to decide whether a vehicle could be overloaded since it was previously seen at an upstream TCC. The Mantsole and Heidelberg TCCs were selected to supply the input data. These TCCs are sequential sites on the North-South corridor. The SANRAL study included the North-South Corridor from Durban along the N3, merging with the N1 towards the Beitbridge border post. An overview of the corridor is indicated in Figure 2.

Figure 2: North-South corridor, from Durban to Beitbridge. a
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The data time range and general statistics of the data sets are required to determine the overlap. The North-bound (NB) data sets for WIM and static scales at both the Mantsole and Heidelberg sites are firstly analysed. This is then followed by the same process for the South-bound (SB) WIM and static scale data at Heidelberg and Mantsole.

Data available for this time period were:

- Static scale data - Mantsole NB and SB
- Static scale data - Heidelberg NB and SB
- WIM scale data - Mantsole NB and SB
- WIM scale data - Heidelberg NB and SB

The NB data statistics are indicated in Table 1 with an overlap in data from 2021-04-01 to 2021-08-31 at both sites. Data provided from the WIM data set contained just below 482 000 vehicle weigh entries and just above 176 000 distinct vehicles in the time period. The static scale data had just above 80 000 vehicles statically weighed and just below 35 000 distinct vehicles. The WIM automated number plate recognition (ANPR) linking was unsuccessful with a NAN entry on just above 56 000 entries. This unsuccessful ANPR linking will ensure an accurate vehicle linking cannot be made and thus the current WIM scale data cannot be used with previous WIM scale data points to make a more informed decision.

Table 1: North-bound WIM and Static dataset statistics.

<table>
<thead>
<tr>
<th>WIM</th>
<th>Heidelberg</th>
<th>Mantsole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum date</td>
<td>2021-04-01 00:01:39</td>
<td>2021-04-01 00:00:04</td>
</tr>
<tr>
<td>Maximum date</td>
<td>2021-08-31 23:59:47</td>
<td>2021-08-31 23:56:31</td>
</tr>
<tr>
<td>Entry count</td>
<td>233392</td>
<td>248537</td>
</tr>
<tr>
<td>Distinct vehicle count</td>
<td>76469</td>
<td>99815</td>
</tr>
<tr>
<td>NAN values</td>
<td>45000</td>
<td>11032</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Static</th>
<th>Heidelberg</th>
<th>Mantsole</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum date</td>
<td>2021-04-01 0:25</td>
<td>2021-04-01 00:15</td>
</tr>
<tr>
<td>Maximum date</td>
<td>2021-08-31 23:36</td>
<td>2021-08-31 23:49</td>
</tr>
<tr>
<td>Entry count</td>
<td>35322</td>
<td>44845</td>
</tr>
<tr>
<td>Distinct vehicle count</td>
<td>14456</td>
<td>20410</td>
</tr>
</tbody>
</table>

The SB data statistics are indicated in Table 2 with an overlap in data from 2021-03-01 to 2021-08-31 at both sites. The WIM data set contained just above 551 000 vehicle weigh entries and just above 153 000 distinct vehicles in the time period. The static scale data had
Table 2: South-bound WIM and Static dataset statistics.

<table>
<thead>
<tr>
<th></th>
<th>Mantsole</th>
<th>Heidelberg</th>
</tr>
</thead>
<tbody>
<tr>
<td>WIM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum date</td>
<td>2021-03-01 00:07:32</td>
<td>2021-03-01 00:02:09</td>
</tr>
<tr>
<td>Maximum date</td>
<td>2021-08-31 23:54:44</td>
<td>2021-08-31 23:52:28</td>
</tr>
<tr>
<td>Entry count</td>
<td>279114</td>
<td>272572</td>
</tr>
<tr>
<td>Distinct vehicle count</td>
<td>82296</td>
<td>71187</td>
</tr>
<tr>
<td>NAN values</td>
<td>18238</td>
<td>51455</td>
</tr>
<tr>
<td>Static</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum date</td>
<td>2021-03-01 00:20</td>
<td>2021-03-01 02:19</td>
</tr>
<tr>
<td>Maximum date</td>
<td>2021-08-31 23:54</td>
<td>2021-08-31 23:53</td>
</tr>
<tr>
<td>Entry count</td>
<td>37336</td>
<td>34585</td>
</tr>
<tr>
<td>Distinct vehicle count</td>
<td>17057</td>
<td>17449</td>
</tr>
</tbody>
</table>

just below 72 000 vehicles statically weighed and just above 34 000 distinct vehicles. The WIM ANPR linking was unsuccessful with a NAN entry on just below 70 000 entries.

The statistics of the overlapping data will give some additional insight into the traffic going past the TCC and what was directed to be statically weighed. The percentage of NB traffic directed to the static scale at Heidelberg was 15.13% and 18.04% at Mantsole. SB traffic had 13.38% directed to the static scale at Mantsole with 12.69% at Heidelberg. The next step in the process of constructing the input data set is to reliably link the data. This is essential and may be challenging when considering that WIM data sets had as much as 19.28% NAN or no registration information to be used for linking purposes.

2.2.1 Vehicle linking

Reliable linking of vehicle records is essential as previously discussed. Linked vehicles had to be correctly identified at both WIM and at both static scales for a given direction of travel: the WIM scale measurements are used as inputs for the decision algorithms, and the static scale measurements are required to determine the true outcomes for vehicles (overloaded or not) and the time differences between the WIM scales are used to determine if the previous sighting happened within the last 24 hours. The real-world data linking is thus a critical process step. The steps are firstly taken for the NB direction with a vehicle travelling between Heidelberg (as Site 1 NB) and Mantsole (as Site 2 NB). The SB direction will be for the reversal with vehicles travelling between Mantsole (as Site 1 SB) and Heidelberg (as Site 2 SB). Vehicle records for WIM and static scales are linked in the static scale data set and are used in the linking process. The process to link vehicle records for WIM and static scales is described as follows:

- Determine the vehicle registration number to be used as an identifier.
• Search the following site records for the same identifier.
• Determine the time variance between entries.
• Store values that have travelled between sites in the past 24 hours.

The values stored for the linking process are as follows for both Site 1 and Site 2:

• Vehicle identifier
• Date and time
• WIM axle configuration
• WIM axle count
• WIM axle unit weights
• WIM AVCM
• Travelling speed over WIM
• Static scale axle configuration
• Static scale axle count
• Static scale axle unit weights
• Static scale AVCM
• Static scale axle unit permissible weights
• Static scale permissible AVCM
• Overload status
• Site identifier

The linking process resulted in a total of 3 167 entries when combining NB and SB traffic. A total of 2 226 distinct vehicles were captured with the results in Table 3.

The linked data set had a total of 17 vehicles or 0.54% that were not overloaded at Site 1 and overloaded at Site 2. Another scenario was tested on 20 vehicles or 0.64% overloaded at Site 1 and not overloaded at Site 2. This will allow vehicles that corrected their loads at Site 1 to not be directed to the static scale at Site 2.

When training AI models on a data set where the observations with overloaded inputs or outcomes represent a small minority of the total training set, the training process tends to ignore the overloaded observations. By duplicating the small number of data points where
Table 3: Linked data set statistics.

<table>
<thead>
<tr>
<th></th>
<th>North-bound</th>
<th>South-bound</th>
<th>Linked dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum date</td>
<td>2021-04-01 01:25:00</td>
<td>2021-03-01 03:37:00</td>
<td>Total NB and SB 3167</td>
</tr>
<tr>
<td>Maximum date</td>
<td>2021-08-31 09:54:00</td>
<td>2021-08-31 17:55:00</td>
<td>Distinct vehicle count 2266</td>
</tr>
</tbody>
</table>

vehicles were overloaded, we constructed an extended set that is called the padded data set. This allowed us to train the model on a more balanced data set where correct decision-making for both outcomes will be learned. This padded data set had 3692 data entries with an increase from 0.54% overloaded vehicles to 7.37% or from 17 vehicles to 272.

2.3 Rule-based performance

Any improvement against the current operations will first require an analysis of the SQ performance. The SQ rule-based system currently implemented determines whether a vehicle’s WIM mass was potentially overloaded and whether it should be directed to the static scale. The WIM threshold is set at 10% from the maximum allowed mass or 90% of the legally permissible mass to determine if a vehicle will be directed to the static scale. This meant that a legally loaded vehicle that is loaded close to the permissible mass was directed to the static scale to determine its statically weighed load, even though it was not over the limit. The purpose of the AI model developed Section 2.4 is to decrease the number of legally loaded vehicles that are statically weighed.

Implementation of the rule-based system simply checked whether the maximum value for any axle and AVCM mass was above the threshold and mark it as overloaded. The steps were as follows:

- Determine the maximum of WIM axle masses and AVCM.
- Determine whether the load is more than 0.90 of the permissible mass.
- Direct to the static scale for mass above 0.90.
- Direct to the corridor for mass below 0.90.
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The first rule-based performance was applied to the current site’s WIM to determine the number of vehicles incorrectly directed to the static scale. The performance of the newly developed models was measured against this to determine whether it improved (reduced) the number of vehicles incorrectly sent to the static scale as indicated Equation 1.

The results of the rule-based performance testing implemented on the padded data set are shown in Figure 3 as a confusion matrix. YES indicates an overloaded vehicle and NO a non-overloaded vehicle. Rule-based 1 sent 91.39% of vehicles (3374 of 3692) incorrectly to the static scale (false positive).

![Confusion matrix](image)

Figure 3: Confusion matrix results of the rule-based performance on the padded data set.

The second Rule-based model still used rule-based decision-making but had access to data that was shared between the TCCs. It, therefore, used WIM mass from the current and the previous TCC. The performance of the developed models will also be tested against this performance. The rule simply checked the maximum value in the measured data of both sites and marked a vehicle as overloaded if the value was above 0.90.

Another aspect to be tested was the impact of the adjusted threshold of the WIM. This added an additional dimension of testing to vehicles specifically not overloaded at Site 1 and increased the WIM threshold to a normalised axle and AVCM at Site 2. It was expected that the adjusted threshold would decrease the number of vehicles sent to the static scale. Achieving this would require data sharing between sites. The WIM thresholds were adjusted only for a non-overloaded state at Site 1 for this additional test. The current rule-based system is directed to the static scale vehicles within 10% of permissible mass or normalised weight above 0.90. The testing of the adjusted threshold was first to gradually increase the threshold to 1.00 from the current SQ threshold of 0.90. Additional testing was conducted by adjusting the threshold closer to the permissible mass as follows:

- Rule-based model 3: WIM weight threshold adjusted to normalised 0.95
- Rule-based model 4: WIM weight threshold adjusted to normalised 0.98
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• Rule-based model 5: WIM weight threshold adjusted to normalised 1.00

These thresholds were purely incremental increases to determine the improvement on the SQ performance but testing was also conducted on the data sets to determine the accuracy between the WIM and static scale. The linked values from all the WIM and static scales at Mantsol and Heidelberg in both NB and SB directions were individually analysed for the deviation between the WIM and the static scale. The average discrepancies in both directions were combined and Heidelberg had an average difference of 4.2%, where the WIM weight was lower than the static scale. Mantsol had an average of -5.41%, that is, the WIM weight was higher than the static scale. These two values were tested as additional rule-based scenarios as follows:

• Rule-based model 6: WIM weight threshold adjusted to normalised 1.0541
• Rule-based model 7: WIM weight threshold adjusted to normalised 0.958

The performance of the rule-based approaches is compared in Table 4. The results indicate an increase in accuracy as the threshold is adjusted but also an increase in vehicles incorrectly directed to the corridor. The confusion matrix results are displayed in terms of accuracy and the percentage of overloaded vehicles incorrectly sent to the corridor (false negative).

Table 4: Rule-based false-negative performance

<table>
<thead>
<tr>
<th>Rule-based</th>
<th>Accuracy</th>
<th>False negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule-based 2</td>
<td>8.61%</td>
<td>0%</td>
</tr>
<tr>
<td>Rule-based 1</td>
<td>7.48%</td>
<td>0%</td>
</tr>
<tr>
<td>Rule-based 3</td>
<td>16.22%</td>
<td>11.76%</td>
</tr>
<tr>
<td>Rule-based 4</td>
<td>19.07%</td>
<td>35.29%</td>
</tr>
<tr>
<td>Rule-based 5</td>
<td>27.03%</td>
<td>35.29%</td>
</tr>
<tr>
<td>Rule-based 6</td>
<td>70.21%</td>
<td>70.59%</td>
</tr>
<tr>
<td>Rule-based 7</td>
<td>16.52%</td>
<td>11.76%</td>
</tr>
</tbody>
</table>

Accuracy is simply indicated as the sum of true positive and true negative, while the false negative performance was calculated as indicated in Equation 2 and false positive performance as indicated in Equation 3. The results in Table 4 show that the threshold adjustment alone would not adequately decrease the number of non-overloaded vehicles visiting the static scale and that an alternative approach is required.

\[
\text{False negative performance} = \frac{\text{False negative count}}{\text{Total overloaded vehicles}} \quad (2)
\]

\[
\text{False positive performance} = \frac{\text{False positive count}}{\text{Total non overloaded vehicles}} \quad (3)
\]
2.4 Proposed IWIM solution

It is proposed to de-isolate the various TCCs by allowing information from one TCC to be used in conjunction with information from the following TCC on the corridor when a decision is made on whether to direct a vehicle to the static scale or not. The proposed IWIM concept will make the result of the static weighing of a vehicle available to all WIM scales on the same corridor, which will allow the control system at such WIM scales to make a more informed decision about whether to guide a vehicle to the associated static scale or not. This information link will allow any decision taken at a specific monitoring and control site to take into consideration the status of vehicles when detected at other TCCs prior to the respective monitoring event. The IWIM concept will implement a set of risk management rules before it decides whether to guide a vehicle that is detected at a WIM scale to the associated static scale. These rules will include the static weight of the vehicle as measured at a prior static scale, the time of travel between the prior static scale and the current WIM scale, the stopping of the vehicle between the respective scales, and the deviation of the vehicle from the normal route between the respective scales. Instead of basing the WIM decision only on the current WIM scale measurement, as is the case with the SQ rule-based method, the proposed new algorithm will incorporate the following information before a decision is made:

1. If the identified vehicle has not been weighed statically on the same corridor within a predetermined time period (which is based on the expected travel time on the corridor up to the position where the WIM scale is installed), the normal rule as explained above will apply - if the allowed threshold is exceeded the vehicle will be guided to the associated static scale.

2. If the identified vehicle has been weighed statically before on the same corridor and within the predetermined time period, it will be determined if the vehicle arrived at the current WIM scale within the normally expected travel time since the previous instance when the vehicle passed over either a WIM or static scale on the same corridor. If the vehicle significantly exceeded the normal travel time the normal rule will apply as above.

3. If the identified vehicle has been weighed statically before on the same corridor and it arrives within normal travel time, the static weighing record that has already been captured for that vehicle will be used to determine whether it should be guided to the associated static scale. If it was previously found to be within the legal limits it will be allowed to pass through, even though it may exceed the threshold as measured by the WIM scale. If it was however found to be over the legal limit at the previous static scale, it will be guided to the current static scale again, should it exceed the WIM scale threshold.
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2.5 Construction of an IWIM algorithm

The simplest method to implement the proposed IWIM concept would be to use a fixed set of rules to apply the logic of the decision-making process as described above. This however will require the determination of optimal threshold values for some of the decisions to be taken to distinguish between vehicles that should be guided to the static scale and vehicles that should be allowed to proceed on the corridor. The first element of uncertainty is the time that a vehicle, that was still legally loaded at the previous TCC, should be allowed to travel from the previous to the current TCC to still be regarded as low risk, given that vehicles do not always travel at the same speed. Another element of uncertainty is how close each axle weight, as determined by the last static scale, may be to the overload limit before the vehicle will be regarded as low risk, given that some load may have shifted during the trip, resulting in changes to the axle loads. A third element of uncertainty is the current WIM scale reading, which is known to be inaccurate. It is therefore not obvious when the current WIM reading should be used to override a previous static scale reading for the same vehicle.

Under such conditions of uncertainty, a rule-based classifier is known to suffer from some weaknesses when the input data has inherent noise (i.e. if the values are random in nature rather than fixed). The reason for this is the fact that a single input value with noise may cause the rule-based technique to branch off in the wrong direction, as a rule-based technique considers the various inputs one at a time. Other classification techniques, that process all input data in parallel, have been shown to have superior classification abilities when fed with noisy data, as the presence of noise in one input variable can to some extent be compensated for by the other inputs that influence the outcome (Boschetti & Massaron, 2015; Joshi, 2017).

The previous discussion provides the motivation to evaluate several different classification techniques to produce an accurate answer regarding the overloaded value of a vehicle detected at a WIM scale, using data from the current WIM scale as well as data from previous static scale measurements. By training such techniques on a specific data set and then testing them all on another unseen data set, it will be possible to determine with a high degree of certainty which of them will produce the most reliable classifications in a real-world scenario.

2.6 Dataset pre-processing

The de-isolation of the available information will require the system to send data to a central server to be converted into a standardised format to be distributed to the rest of the TCCs on the corridor. The data collected at the site needs to be described before a proposed algorithm can be developed. Data formatting between operators may be different but the same basic data is collected. Sequential TCC data will be described from the viewpoint of the second site, called current site or Site 2, making use of data from the previous site, Site 1, as input to classify whether a vehicle should be statically weighed or allowed to proceed on the corridor. The list below describes the data to be used as input into the IWIM algorithm that will be developed:

- Axle count
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• Vehicle class
• Site 1 WIM axle weights for up to 15 vehicle axles (from statistics this was determined as the maximum axle count, and thus 15 was chosen as the number of axles to use)
• Site 1 AVCM as measured by WIM
• Site 1 static scale weights
• Site 1 AVCM static scale
• Site 2 WIM axle weights
• Site 2 AVCM WIM
• Normalised travel time between sites (actual travel time divided by average historical travel time)
• Overload status as determined by Site 1 static scale

In order to reliably train various classification techniques to produce the required outcome (identification of vehicles with a low risk of being overloaded) a relatively large training data set is required, as well as a separate test set. The industry data collection discussed in Section 2.2 combined with the vehicle linking between TCCs in Section 2.2.1 ensured the input variables are available for training and testing the model. The next step is the development of the IWIM algorithm by investigating the performance of multiple AI techniques performances to improve the current operations.

3 INTELLIGENT WEIGH-IN-MOTION DEVELOPMENT

The purpose of improving the overload control operations at the TCCs, by reducing the percentage of unnecessary static weighing of vehicles without increasing the risk of allowing overloaded vehicles on the road, requires an algorithm to facilitate this optimisation. This algorithm is going to be developed by making use of an AI model to be used as the IWIM model. The first step is to determine how AI-based classifiers may be applied to overload control.

3.1 Artificial intelligence model implementation

A classifier will be used to determine from input data whether a vehicle is overloaded or not overloaded and use this outcome in the decision-making process to decide if the vehicle must be statically weighed or not. A simplified explanation of how AI-based classifiers are trained is as follows:
• Each observation in the data set consists of a number of inputs (in this case the weight of each axle and AVCM at the previous static scale, the current WIM weight as well as the travel time from the previous static scale), as well as an output or target variable.

• The corresponding overloaded state of a vehicle is used as the output variable in each observation. During the training of the models, this output is used as a target variable, i.e. the ideal outcome that the classifier should produce when fed with input data.

• The total available data set is then divided into a training and test dataset using an 80/20 split, which is typical for such methods. This is essential, as it will allow the classifiers to be tested for their ability to generalise, i.e. to produce accurate answers for data not used during the training of the classifiers.

• Each classifier consists of a mathematical model that predicts the outcome from the inputs, with selectable parameters or weights of which the values can be changed to improve the classification accuracy.

• Training will now commence on the training dataset.

• This model is now ready to be tested on the testing dataset to see how accurate it truly is on unseen data.

• Accuracy of the model is set at a percentage accuracy, but a better metric is making use of the confusion matrix that will give four possible outcomes that provide better insight to the classification accuracy (Alwis, 2016):

  – Output 1 is the True Positive (TP) results where the output was set as overloaded and the model predicted the same.

  – Output 2 is the True Negative (TN) result where it was not overloaded, and the model predicted the same.

  – Output 3 is the False Positive (FP) where the model predicted it is overloaded but it was not overloaded.

  – Output 4 is the False Negative (FN) that will indicate the model incorrectly said the vehicle is not overloaded but it was overloaded.

• Accuracy will be the sum of Output 1 and 2 divided by the total size of the data set to reflect the model’s performance.

• It is however important to use Output 3 and 4 to determine how many were incorrectly sent to the static scale (that will waste time, similar to the current system) or the corridor (allowing overloaded vehicles to continue travelling without being prosecuted).
• It is also possible to assign different costs to the two types of errors (outputs 3 and 4 above) in cases where the risk of each type of error is not the same. E.g. in this case error output 3 will only cause some delay to a truck (a small risk or cost), while error output 4 will send an overloaded truck onto the corridor (a much larger risk or cost). In such a case the objective of the classifier is not to minimise the total error count but the total cost produced by these errors.

It was necessary to classify the binary outcome variable of overloaded as output 1 or not overloaded as output 0 from the input data set. The most suitable machine learning model to perform the classification had to be identified. Several classifier models were discussed for possible implementation. The following classifier models were considered for possible implementation (Raschka, 2016):

• k-nearest neighbour (kNN)
• Logistic regression
• Decision tree
• Random forest tree (RFT)
• Support vector machine (SVM)
• Naive Bayes classifiers
  – Gaussian
  – Multinomial
  – Bernoulli
• Artificial neural network (ANN)

kNN is known as a lazy classifier that memorises the training data set to predict a label classifier (Boschetti & Massaron, 2015; Shalev-Schwarts & Ben-David, 2014). Any new data is then fitted against the closest solution to predict the label outcome. This memorisation of the training set can suffer from overfitting and slight variations to the training set can have a drastic effect on the performance of the model.

Logistic regression is typically used to determine a target class output after training (Boschetti & Massaron, 2015). This is perfect to predict an outcome of 0 or 1 such as that required for the IWIM development (Raschka, 2016). Its disadvantage is that the classification does not converge if the classes are not perfectly linearly separable (Raschka, 2016).

Decision tree classification generates a tree-like structure with the data point determined by simple logic to produce the outcome (Raschka, 2016). A complex data set can be expected to have lower performance and this is addressed by combining several decision trees into an RFT.
An RFT is an example of ensemble learning by combining several machine learning models together to increase performance (Boschetti & Massaron, 2015). Several decision trees are created by looking at a subset of the input variables. Each of the trees makes a decision and the majority decision is used as the output decision (Boschetti & Massaron, 2015; Joshi, 2017; Montantes, 2020; Raschka, 2016).

SVM is a machine learning model that can be used for classification or regression problems. SVM is however mostly used for tasks such as text classification, spam e-mail classification, sentiment analysis, or image recognition (Boschetti & Massaron, 2015; Raschka, 2016). The model can capture more complex relationships between data points but unfortunately is less effective on larger data sets, noisier data, and overlapping classes (Boschetti & Massaron, 2015; Raschka, 2016). This drawback means the model is not suitable for data sets from the industry.

Naive Bayes classifiers are probabilistic classifiers inspired by Bayes’ theorem (Boschetti & Massaron, 2015). These models assume that all features are unrelated, even when there is a relationship between them (Joshi, 2017). The models are typically implemented on spam e-mail detection similar to the SVM. The naive Bayes classifiers available are the Gaussian, multinomial, and Bernoulli. The fact that these models assume variables are independent means they are not suitable for the current problem.

ANNs can be implemented for several purposes because they attempt to determine patterns in the data (Joshi, 2017; Shalev-Schwarts & Ben-David, 2014). ANNs take several repetitions/epochs to assign different weights to each variable to determine the appropriate outcome (Joshi, 2017). They can thus be used for several tasks, such as regression and classification (Joshi, 2017). The classification of the outcome for the current problem makes an ANN a suitable candidate but the computational power required is significantly higher than for other classifiers and training time may be increased as well.

Selecting the correct model to test on the data is based on several parameters, with a mix of technical and non-technical factors (Boehm et al., 2019). These do not just include accuracy but may include runtime, resource costs, and the ease of use of the tools (Boehm et al., 2019). The model selection for the IWIM has to result in a low number of overloaded vehicles being sent incorrectly to the corridor.

A preliminary test was conducted on the training techniques to determine their accuracy to further define which models could be used for formal training. The models with a low classification accuracy of ∼80% or less – were eliminated as they tend to perform better with other applications. These included kNN, SVM, Gaussian, naive Bayes, multinomial naive Bayes, and Bernoulli naive Bayes. The performance of the logistic regression, RFT, and ANN classifiers was higher compared to the other models but logistic regression has a significantly lower performance compared to the RFT and ANN classifiers and is thus also excluded.

The RFT takes the input data set and constructs a tree to determine the output value. The first parameter to be adjusted was the maximum depth of the number of branches that would be generated for the tree. Several hyperparameters were tested by adjusting the n estimators, maximum depth, and minimum sample splits that served as input into the selection of the models to be implemented. The default value of the model was set to have a maximum of
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100 depth constraints when building trees to determine possible outcomes. This was expected to increase the training time required to build the model. The second parameter set to be adjusted was the maximum depth the branches would generate, and it was set to 15. The third model had a maximum depth of 10 and the \( n \) estimator (the maximum number of trees generated in the forest) was set to 50, with the \( n \) estimator as the maximum number of trees generated in the forest. The RFT models tested were therefore as follows (de Coning, 2022):

1. Random forest tree 1: \( n \) estimators = 100
2. Random forest tree 2: maximum depth = 15
3. Random forest tree 3: maximum depth = 10, \( n \) estimators = 50

The ANN implementation uses a Python Keras classifier. First, the input layer was defined based on the 79 input variables obtained after preprocessing the data sets. Two hidden layers were added. The number of hidden layer nodes was selected as double the number of input nodes (i.e. 158 hidden nodes each); this is often used as a standard industry implementation and lowered the processing times (de Coning, 2022). It was established that increased hidden layer sizes did not influence the accuracy of the models. The dropout was varied between the data sets, with the batch sizes chosen as 25 (this size however did not influence the performance of the models during preliminary testing) because the size did not influence the performance of the models during preliminary testing.

Three ANN models were produced to test the data sets. Testing indicated that a large number of epochs did not change the results so 10 epochs were chosen for the models, while 100 epochs were used in preliminary testing. This lowered the processing times (de Coning, 2022).

1. ANN 1: 79 units on input layer, 158 units on hidden layers, 20% dropout applied, Batch size of 25, 10 epochs.
2. ANN 2: 79 units on input layer, 158 units on hidden layers, 40% dropout applied, Batch size of 25, 10 epochs.
3. ANN 3: 79 units on input layer, 158 units on hidden layers, No dropout applied, Batch size of 25, 10 epochs.

The model performance results will be investigated in more depth in the following section.

### 3.2 Results

The performance is firstly tested based on the improvement against the SQ. This is followed by the false negative and false positive percentage, and finally the accuracy. The models are trained on the padded data set and then tested on the original data sets as well as the padded data sets.
The improvement is calculated by determining the percentage of vehicles that are correctly sent to the static scale versus the number of vehicles that are incorrectly sent to the static scale as depicted in Equation 4. These vehicles are legally loaded and sent to the static scale with the SQ rule-based implementation and the models are required to reduce these values. The improvement $I$ is defined as follows:

$$I = (\text{Rule-based } \% \text{ sent incorrectly to static scale}) - (\% \text{ vehicle overloaded in the data set}) \quad (4)$$

Table 5 indicates the improvement for each of the models. Models are trained on the original and padded data sets to obtain the relevant improvement against all seven rule-based performances as discussed in Section 2.3. The ANN model’s best performance purely based on improvement is ANN model 2 with a maximum improvement of 98.47% and an average of 86.33%. The RFT model with the best performance purely based on improvement is RFT 3 with a maximum improvement of 98.47% and an average of 86.64%. The highest accuracy was obtained with models that were trained with the padded data set with the ANN at 98.47% and the RFT with 98.47% improvement.

<table>
<thead>
<tr>
<th></th>
<th>Max</th>
<th>Min</th>
<th>Average</th>
<th>Stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN 1</td>
<td>98.31%</td>
<td>64.73%</td>
<td>86.14%</td>
<td>10.87%</td>
</tr>
<tr>
<td>ANN 2</td>
<td>98.47%</td>
<td>64.95%</td>
<td>86.33%</td>
<td>10.85%</td>
</tr>
<tr>
<td>ANN 3</td>
<td>98.31%</td>
<td>64.84%</td>
<td>86.19%</td>
<td>10.83%</td>
</tr>
<tr>
<td>RFT 1</td>
<td>98.34%</td>
<td>65.57%</td>
<td>86.57%</td>
<td>10.60%</td>
</tr>
<tr>
<td>RFT 2</td>
<td>98.40%</td>
<td>65.57%</td>
<td>86.61%</td>
<td>10.62%</td>
</tr>
<tr>
<td>RFT 3</td>
<td>98.47%</td>
<td>65.57%</td>
<td>86.64%</td>
<td>10.64%</td>
</tr>
</tbody>
</table>

The model’s maximum, minimum, average, and standard deviation are calculated for the initial assessment and indicated in Table 6. While ANN model 3 has the highest maximum accuracy at 98.92%, this model did not have the highest improvement of all the ANN models. While all RFT models had a maximum accuracy of 100%, RFT model 3 had the best improvement.

False-negative and false-positive performance is a deciding factor specifically in the context of corridor optimisation. False-negative will send overloaded vehicles to the corridor which will damage the road surface. False-positive is similar to the current SQ performance that sends non-overloaded vehicles to the static scale. Improvement on this parameter will ensure optimisation of the entire corridor. False-negative and false-positive performances are indicated in Table 7. The RFT models had an average of 0.08% sent incorrectly to the corridor when tested on the original and padded data sets. The padded data set however indicated 0% sent incorrectly to the corridor which indicates no overloaded vehicles will be missed. RFT model 3 has the lowest average false-positive sending 0.26% incorrectly to the static scale.
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This model trained on the padded data set however only sent 0.03% incorrectly to the static scale which is far lower than the current operations. This improvement however is highly dependent on a larger data set accurately linked. The performance training on the original data set was considerably lower when compared to the padded data set.

The RFT model 3 had the best performance as determined by the overview tables above. The next step is to confirm the model’s performance by inspecting the confusion matrix of the model. Table 8 indicates the performance on the training, test, original, and padded data. A 100% accuracy is achieved on the training data set. The test data set had 1 vehicle sent incorrectly to the static scale with the padded data set with 1 vehicle sent incorrectly to the static scale. This model thus sent 0% of vehicles that were overloaded incorrectly to the corridor.

### 4 CONCLUSION AND FUTURE WORK

Freight logistics is important to support economic growth in a country like South Africa with economic hubs far from the coast, and a region like SADC which includes several landlocked...
countries. A deteriorating rail infrastructure ensures that road freight is the primary form of freight transportation. Overload control measures have been put in place to protect road infrastructure by implementing enforcement of legislation by means of TCCs. Unfortunately, there are inefficiencies in these operations as the system does not share information between TCCs, causing legally loaded vehicles to be subjected to several reweighs.

In this paper, we proposed a new overload control method to share data between sites to allow more intelligent decisions to be made by WIM scales. We furthermore demonstrated that this method can be combined with an AI-based classification model to improve the operational efficiency of the TCCs on the freight corridor. We constructed the dataset required by the AI model based on statistics extracted from measurements performed at the TCCs, combined with statistics from SANRAL’s annual reports. The SANRAL reports also indicated that an average of 23.36% of statically weighed vehicles have been overloaded while only 0.18% are excessively overloaded to be arrested.

The proposed concept requires intelligent decision-making at TCCs, after the WIM measurement, to decide which vehicles need to be sent to the static scale. The available inputs include the weight measurements at the previous static scale and the local WIM scale as well as travel time from the previous TCC. As the data tends to be noisy, it is not trivial to make correct decisions, as indicated by the results achieved with the rule-based method. The best AI model sent no overloaded vehicles incorrectly to the corridor and 0.03% of non-overloaded vehicles incorrectly to the static scale. This is a huge decrease compared to the current 75 - 85% of legally loaded vehicles currently being directed to the static scale. This justifies the use of AI techniques to improve the quality of decision-making.

The results indicate that the proposed technique can significantly improve the SQ solution. We also demonstrated that AI techniques can improve upon the results achieved by a simple rule-based method. The current best solution will be to implement a random forest tree model. The expansion of additional sites for model training will give additional confidence in the system for future deployment.

Future work will be conducted to formally report on the costs and benefits for the different stakeholders involved. This can then be used as motivation for the country-wide implementation of the system. An expansion to the SADC region can be conducted after a successful proof of concept.
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